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Example stellar spectra I
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Example	stellar	spectra	–	2	
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Example stellar spectra II
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Hertzsprung	Russel	Diagram	(HRD)	



Stellar	evoluCon	in	the	HRD	

6

Evolutionary tracks in HRDGK Astrophysik II, SS 2012 10. Sterne in Galaxien 106

10.2.2 Sternentwicklung im Ensemble

Wiederholung:
Entwicklungswege
im Hertzsprung-
Russell-Diagramm:

Linien konstanter
Sternmasse &
verschiedenen
Alters



Isochrones	in	the	Colour-Magnitude	Diagram	
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Isochrones in CMD
GK Astrophysik II, SS 2012 10. Sterne in Galaxien 107

Isochronen = Linien gleichen Sternalters, für verschiedene Sternmassen:



Open	star	cluster	NGC	2516	



Young	open	cluster	+	isochrone	
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Star cluster NGC2516 + Isochrone

GK Astrophysik II, SS 2012 10. Sterne in Galaxien 108

Sterne in Sternhaufen: Verteilung folgt meistens sehr gut einer Isochrone
) alle Sterne ⇠ gleichzeitig entstanden!

) aus Farben-Helligkeits-Diagrammen plus Verteilung über Leuchtkräfte
folgt unmittelbar integrierte Farbe des Haufens!

d = 400 pc 
Alter = 1.4 � 108 Jahre age years 



Open	star	cluster	M	67	



Old	open	cluster	+	isochrone	
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Star cluster M67 + Isochrone

d = 850 pc 
Alter = 4 � 109 Jahre age years 



Globular	cluster	M	80	



Old	globular	cluster	+	isochrone	

M80 



IniCal	mass	funcCon	from	young	open	cluster	
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Initial Mass Function
NGC3603

GK Astrophysik II, SS 2012 10. Sterne in Galaxien 121

Empirische Bestimmung der IMF:

Vergleichsweise einfach über Leuchtkraftfunktion sehr junger Sternhaufen
(geringe Alterungse↵ekte). Aber massearme Sterne schwer zu erfassen.

Beispiel NGC 3603:



Mass	funcCon	of	pre-stellar	cores	



ReconstrucCons	and	parametrisaCons	of	the	IMF	



The effect of Statistical Sampling 
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S. Cassisi 



S. Cassisi 

The effect of the Initial Mass Function 
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Theoretical CMD 

Real CMD 

Photometric errors 

S. Cassisi 



The chemical composition: 
metallicity effects 
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The age effect 
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Age-Metallicity	degeneracy	in	CMD	

S. Cassisi 



CMD	of	the	Solar	Neighbourhood	+	isochrones	



Dwarf	galaxy	Leo	I:	CMD	&	reconstructed	star	formaCon	history	
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number of stars as a function of luminosity and/or color
with the numbers predicted by stellar evolution. Studies
comparing observed and theoretical luminosity functions
have been undertaken by, among others, Mould & Aaron-
son (1983), Eskridge (1987), Mighell (1990b), Mighell &
Butcher (1992), Grillmair et al. (1998), and Hurley-Keller,
Mateo, & Nemec (1998).

In Paper I we used an isochrone Ðtting technique to
study the stellar populations in Leo I from deep HST
F555W (V ) and F814W (I) observations of a central Ðeld in
this galaxy. The resulting CMD reaches I ^ 26 and reveals
the oldest (^10È15 Gyr) turno†s, even though a HB is not
obvious in the CMD. Given the low metallicity of the
galaxy, we concluded that the absence of a conspicuous HB
likely indicates that the Ðrst substantial star formation in
the galaxy may have been somehow delayed in comparison
with the other dSph satellites of the Milky Way. The struc-
ture of the red clump (RC) of core He-burning stars is con-
sistent with the large intermediate-age population inferred
from the MS and the subgiant region. In spite of the lack of
gas in Leo I, the CMD clearly shows star formation contin-
uing until 1 Gyr ago and possibly until a few hundred
million years ago in the central part of the galaxy.

In this paper, we take advantage of the detailed predic-
tions of stellar evolution theory on both the positions and
numbers of stars across the CMD to produce synthetic
CMDs that are compared with the observed CMD to
explore a wide range of parameters deÐning the star forma-
tion history (SFH) of Leo I. This approach has been dis-
cussed by Gallart et al. (1996a) and by Aparicio, Gallart, &
Bertelli (1997a, 1997b), and it allows the SFH to be
obtained from the information in the CMD. It is similar
also to the methods explored theoretically by various
authors (e.g., Dolphin 1997 ; Valls-Gabaud, &Herna" ndez,
Gilmore 1998 ; Ng 1998), but it is applied here to obtain the
SFH from real data, and it therefore takes into account the
complications derived from actual observational errors and
the imperfect stellar evolution theory, as discussed in ° 6.2
(see also Hurley-Keller et al. 1998 and Tolstoy & Saha
1996). In the current paper, we explore the sensitivity of this
approach to a number of parameters, including, besides the
star formation rate as a function of time SFR(t), the metal-
licity Z(t), the initial mass function (IMF), and the charac-
teristics of the binary star population. We also undertake a
number of tests with input models with a known SFH in
order to assess the reliability of this method. The Leo I data
are much deeper than the data we have previously analyzed
using this technique and, therefore, allow much more
detailed information on the SFH to be obtained for this
galaxy. Data of similar or even better quality are available
(or can be obtained) for all the satellites of the Milky Way,
and, therefore, by using the approach presented here, we
expect to obtain their SFHs with at least this level of detail.

This paper is organized as follows. In ° 2 we summarize
the characteristics of the Leo I data and in ° 3 we discuss the
simulation of the observational errors in the synthetic
CMDs; in ° 4 we give an overview of our method to retrieve
the SFH. In ° 5 we discuss the ingredients of our models,
namely the input stellar evolution models, as well as the
parameter space we will explore for the IMF, the chemical
enrichment, and the characteristics of the binary star popu-
lation. In ° 6 we describe the details of the process of retriev-
ing the SFH of Leo I. In °° 7 and 8 our results are described
and discussed. We describe the tests performed to charac-

terize the accuracy of our method and the derived solutions
in the Appendix.

2. THE LEO I DATA

WFPC2 HST V (F555W) and I (F814W) data in one
Ðeld in the center of Leo I were obtained on 19942@.6 ] 2@.6

March 5. Three deep exposures with both F555W and
F814W Ðlters were taken (1990 s and 1600 s respectively).
To ensure that the brightest stars were not saturated, one
shallow exposure with each Ðlter (350 s and 300 s) was also
obtained. Photometry of the stars in Leo I was obtained
using the set of DAOPHOT II/ALLFRAME programs
developed by Stetson (1994), and the Ðnal photometry on
the Johnson-Cousins system was calibrated using the
ground-based photometry obtained by Lee et al. (1993c).

In Figure 1 we present the CMD of Leo I[(V [I)0, M
I
]

based on the three WF chips. It contains a total of 28,000
stars with small photometric errors (p ¹ 0.2 CHI ¹ 1.6 and
[0.5 ¹ SHARP ¹ 0.5, as given by ALLFRAME). For a
complete description of the data reduction and a discussion
of the features present in the CMD, see Paper I.

3. SIMULATING THE OBSERVATIONAL ERRORS IN THE

SYNTHETIC CMDs

The simulation of the observational errors in the syn-
thetic CMDs has been done on a star-by-star basis, using an
empirical approach that makes no assumptions about the
nature of the errors or about their propagation. In essence,
our strategy, based on artiÐcial star tests, is the following :
As the artiÐcial star sample, we use a synthetic CMD
similar to those that will be used in the derivation of the
SFH. For each of these stars, we obtain an error in magni-
tude and color from artiÐcial star tests. Since the synthetic
CMD is densely populated, we have a large number of stars
in each small interval of magnitude and color and, there-
fore, an statistically signiÐcant sampling of the errors across
the CMD. Then, to simulate the errors in any other syn-
thetic CMD, we apply to each of its stars the errors of an

FIG. 1.ÈCMD of Leo I from observations obtained with the three WF
chips. A distance modulus (Lee et al. 1993c) and(m [ M)0 \ 22.18
reddening E(BÈV ) \ 0.02 (Burstein & Heiles 1984) have been used to
transform to absolute magnitudes and unreddened colors.
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artiÐcial star of similar magnitude and color, randomly
chosen among those in a small magnitude and color inter-
val in the CMD. Figure 2 shows an example of a synthetic
CMD (left) and the corresponding model CMD (right) after
the simulation of the observational errors.

The whole process has been performed in a similar way as
described in Aparicio & Gallart (1995), Gallart, Aparicio, &

(1996b), and Gallart et al. (1996a). In these papers, aV•" lchez
detailed description of the observational errors was present-
ed in terms of crowding factors, magnitude shifts, and errors
as a function of both color and magnitude. Here, besides the
fact that the procedure has been adapted to the current
reduction of the data done with ALLFRAME, the main
di†erence with the strategy followed in the above references
is (1) the distribution of the artiÐcial stars in the CMD,
using magnitudes and colors of the stars of a synthetic
CMD, as discussed above, and (2) the optimization of the
distribution of artiÐcial stars in the real frames. We brieÑy
comment on this last point below.

Since all we require for artiÐcial stars to represent the
actual observational errors is that they do not interact with
other artiÐcial stars, but only with real stars, the distance
between them on the image of the galaxy must be such that
the e†ect of the wings of the neighboring artiÐcial stars is
negligible. Because the PSF is scaled to each star using only
the information on the Ðtting radius (2 pixels here), if the
artiÐcial stars were (PSF radius ] Ðtting radius ] 1) pixels
apart (this is 17 pixels for the WF chips) there would not be
any interaction between them. However, to optimize com-
puter use, we made several tests to determine how closely
the artiÐcial stars can be placed in the image without intro-
ducing spurious overcrowding e†ects in their photometry.
We found that 11 pixels (except for the brightest stars,
which were added with extra spacing) was a safe value that
allowed us to add a sufficient number of stars to each galaxy
image to reduce the number of crowding tests to a manage-
able value. Therefore, a grid with artiÐcial stars spaced 11

pixels is displaced randomly for each test to assure a dense
sampling of the observational e†ects all over the image of
the galaxy.

4. RETRIEVING THE STAR FORMATION HISTORY :
COMPARISON OF MODEL AND OBSERVED CMDs

Our goal is to reconstruct the SFH of Leo I from the
information in its CMD. The method we are using is based
on a comparison of the distribution of stars in the observed
CMD with that in model CMDs resulting from a large
number of possible SFHs. We consider the SFH to be com-
posed by the SFR(t), the chemical enrichment law Z(t), the
initial mass function IMF, and a function b( f, q), controlling
the fraction f and mass ratio distribution q of binary stars.
We analyze large sets of models with di†erent combinations
of Z(t), IMF, and b( f, q), following an approach similar to
that used by Aparicio et al. (1997b) for the dwarf galaxy
LGS 3. Only one model CMD with constant SFR(t) has
been computed for each set of IMF, Z(t), and b( f, q). Then,
this model has been divided up into a number of age inter-
vals (or step functions). Arbitrary SFR(t) functions can then
be deÐned as linear combinations of the partial models.
Once the number of stars with which each partial model
populates each of the regions deÐned in the CMD (see Fig.
3) is known, the number of stars that populate that region
for a given SFR(t) can be directly obtained as a linear com-
bination of the form

N
s,j \ ;

i/1

m
a
i
N

i,j , (1)

where is the number of stars in region j for the com-N
s, jbined (synthetic) model CMD; is the same numberN

i, jcorresponding to partial model i ; are the coefficients thata
iindicate the relative star formation rate in the interval of

time represented by each partial model ; and m is the
number of partial models used. The values are all weN

s, j

FIG. 2.ÈSet of partial models for a synthetic CMD computed with constant SFR(t) from 15 Gyr ago to the present, Z \ 0.0004, Kroupa et al. (1993) IMF,
and no binary stars. The left panel shows the theoretical synthetic CMD, while in the CMD of the right panel observational errors have been simulated (see
° 3). Note the sequence of ages in both the MS and the subgiant branch and, although less deÐnite, also in the RC and HB.
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APPENDIX

TESTING THE METHOD BY RECOVERING INPUT MODELS WITH
KNOWN STAR FORMATION HISTORIES

In several stages of this work we have used ““ input models ÏÏ with known SFHs to test our level of success in retrieving the
SFH. This process has proved to be a very useful tool, for example, when delineating the boxes in the CMD or deÐning the
intervals in age or the values of the coefficients. In this Appendix we will concentrate on the use of these tests to establish thea

irange of values of that indicate agreement between the model and the data.sl2is a statistic that characterizes the dispersion of the observed frequencies from the expected frequencies. The numeratorsl2in equation (2) in ° 4 is a measure of the spread of the observations with respect to the model. The denominator is the expected
spread assuming Poisson statistics. For a model representing the data, the average spread of the data should correspond to
the expected spread, and thus we would get a contribution of about 1 for each degree of freedom. Since we have imposed the

FIG. 13.ÈSFR(t) and CMD of input models A and B, used for the tests presented in the Appendix

Source: Gallart et al. 1998 


